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Abstract

A number of types of Self Organising, Emergent and Complex Systems are identified and analysed to identify common characteristics.

A meta model is proposed based upon the observations that Self Organising, Emergent and Complex Systems arise in an environment of cyclic energy levels and that their behaviour is a direct result of their structure. Their creation and development are facilitated by the presence of pre-existing patterns and seeds which act as a director of growth and they are critically dependent on nonlinear effects which can vary as structure and energy levels change.

It is suggested that further work in understanding Self Organising, Emergent and Complex Systems will require a different approach from traditional reductionism, linearisation and simplification. Future studies should involve a cross-discipline approach based upon synthesis, patterns and nonlinear effects.

Take an onion. What makes it an onion? Try to look inside it and see how it has been made. Remove the layers one at a time; examine each layer, each cell and the chemicals and molecules from which it is made. When onion has been completely dissected, there is no onion left, just electrons, protons and neutrons – the same particles that make up everything else around us.

What made the onion an onion? The answer is that a particular arrangement of elementary particles - electrons, protons and neutrons - became an onion because of the way they were put together.

The onion is an example of a self organising, emergent and complex system. It has properties that have emerged from the way its elementary particles have been arranged. The behaviour, characteristics and structures that make it an onion have emerged from within the onion itself. The study of this type of phenomenon is fundamentally different from that of reductionist science. Putting things together is different from taking them apart.
In January 2000, Stephen Hawking wrote: “The past century has been the century of quantum mechanics, I think the next century will be the century of complexity”.

The fundamental questions that arise when studying complexity are why and how do components structure themselves in particular ways - ways that seem to disobey the second law of thermodynamics and which appear to require some form of design or plan?
This paper proposes an answer to these questions and is based upon modelling how simple components can gradually organise themselves into systems of increasing complexity and can do this without any design, or intent and without contravening known physical laws.

It is assumed that these systems have some common, underlying characteristics that are independent of the system itself. Based upon this assumption, insights into such systems have been sought by looking at similar behaviour of development, growth and stability through the lenses of seemingly different phenomena.

The proposed model is not of a specific system, but is a general, or meta model of the lifecycle of self organising, emergent and complex systems.

A formal, agreed definition of Complex Systems does not exist. For the purposes of this paper, the following, from The Architecture of Complexity by Herbert Simon will be used:

Roughly, by a Complex System I mean one made up of a large number of parts that interact in a non-simple way. In such systems, the whole is more than the sum of the parts, not in an ultimate, metaphysical sense, but in the important pragmatic sense that, given the properties of the parts and the laws of their interaction, it is not a trivial matter to infer the properties of the whole. 20
Although not included as part of this definition, the self organisation aspect of Complex Systems will also be examined.

For an overview of Complex Systems see The Dynamics of Complex Systems, 32 although it should be noted that only limited importance is given to the phenomenon of nonlinear effects in their development and behaviour.

The term Complex System will be used throughout this article and, unless explicitly stated, refers to the wider area of self organising, emergent and complex systems.

Examples of Complex Systems

The Stars and the Elements The very large and the very small are both emergent, self organising and complex. They are also intimately connected in the sense that stars are composed of elementary particles, all of which appear to have been created as a by-product of stellar system lifecycles.

The current theory of stellar systems and the formation of the elements is that some time after the big bang the whole universe consisted of hydrogen. Gradually, under the influence of gravity, clouds of hydrogen gas formed, which, in turn, led to the creation of stars.
If enough hydrogen molecules form a distinct body and the mass is great enough, a star is formed. Pressure and temperature build up and hydrogen is converted into helium.

Once all the hydrogen has been consumed, the star collapses, pressure increases even more and carbon forms, then oxygen. The life cycle of a star becomes a whole series of episodic processes where elements are transformed into heavier and heavier elements.

These processes continue until iron is created. Iron is the most stable element and, in a star, will not fuse into anything heavier. The core of the star continues to grow as more iron is formed. At a critical point the iron core becomes so massive that it can no longer support the pressure of its own gravity and it collapses into a sphere that is only about 25 kilometres across and made completely of neutrons.

The outer, non-iron layers of the star now also collapse; they crash into the dense core of the neutron star, rebound, and create a supernova. The energy levels are now so great that elements more dense than iron are created.

The whole process of element formation is characterised by cyclic episodes of a build up of energy and pressure and repeated collapses. It is during these high energy and pressure periods that new, more dense, elements are created. 28
The phenomenon of supernova is more complex than outlined above and supernova are involved in many more complex systems than just the formation of elements. However, they have exactly the same basic lifecycle episodic variations in energy levels resulting in stable structures.

Gaia, the ‘Earth System’ and the ‘Biosphere’ In research into the emergent and complex behaviour of the earth and its subsystems a number of terms are used, including Gaia, ‘Earth System’ and ‘Biosphere’. Researchers in this area also draw a distinction between the Gaia theory and Lovelock's original Gaia hypothesis of atmospheric homeostasis by and for the biota 16. The Gaia theory takes a larger whole system perspective, viewing self-regulation as a key emergent property of the system, with models to demonstrate how such behaviour can arise automatically. 14
It should be noted that the Gaia theory and/or hypothesis are not full accepted by all researchers in this field. 6 Proponents of the Gaia theory believe that the Earth alters its physical environment so as to maintain conditions that are conducive to life itself, despite destabilizing influences. Resolution of this issue is not necessary to understand how Complex Systems arise naturally, although any conclusions drawn from such work might impact the Gaia argument. Reference to research in this area provides evidence and examples of Complex Systems and the major characteristics are summarised in Table 1.

	Table 1 Primary characteristics of Earth Systems

	Energy
	The systems are not in energy equilibrium; the sun provides significant energy input as well as there being heat losses into space;

	Variations in energy
	There are multiple episodic variations in energy levels, the primary causes being the rotation of the Earth, the tilt of the Earth's axis and the moon orbiting the Earth;

	Feedback
	Sub-systems have structures that involve feedback and they also interact with other sub-systems via feedback mechanisms. The feedback loops can be positive, negative or vary according to circumstances;

	Nonlinearity
	All Earth systems are nonlinear. They are subject to limits on growth, friction is a common, if not universal, phenomenon and structures are continually forming and changing;

	Self Organisation
	The sub-systems display significant self organising behaviours;

	Stability
	Many sub-systems are stable in themselves as well as in stable relationships with other sub-systems;

	Patterns
	There are many common systemic patterns that occur, often as the result of the existence of previous examples or, in the case of life, through seed mechanisms.


Biological Morphogenesis Life is dependent on cycles of growth and decay, changing structures, and energy and matter interchanges with other systems and their environments. A living entity has a life cycle of its own but it is also subject to many external cycles of energy levels within that life. These include the ingesting of food, the day/night rhythm, seasons, reproduction and, in the case of humans, social, industrial, community, economic and political cycles.

There is a wealth of published information regarding biological systems, their characteristics and explanations as to how they develop. 1, 7, 8, 9, 12, 18, 19, 21, 24, 26, 27
Weiss , Qu, and Garfinkel have observed:

“As a general strategy, we have learned that in fundamental biological processes, such as cell cycle regulation, morphogenesis, and signaling cascades, interesting dynamical behaviors such as spontaneous oscillations (limit cycles), sensitive biochemical switches (bistability), and excitability require the presence of positive and negative feedback loops, often coupled with time delays. By examining a Complex System for the subsets of its components comprising these loops, we gain an initial clue about potentially sensitive targets for modifying dynamical behavior. For example, multi-site phosphorylation of cell cycle proteins, which targets them for degradation via ubiquination, has recently been identified as a key source of nonlinearity required for normal cell cycle dynamics. Because multi-site phosphorylation is such a common motif in signaling networks, it is interesting to speculate that it may represent a general biological mechanism conferring nonlinearity and generating interesting dynamical behavior. The importance of such loops to dynamics can be best explored in minimal models and, if significant, can be extended to detailed models to formulate experimentally testable hypotheses.” 30
Many studies suggest that an important part of early human development is achieved, in part at least, by self induced oscillations to permit various structures to form and acquire a stability that is built upon by further growth and development. 8, 26
Phenomena common in Complex Systems

In analysing Complex Systems, of which those mentioned above are only a few, a number of common phenomena have been identified as being critical to their creation development and stability. All complex systems develop in an environment of changing, usually repeating, energy levels. The more complex a system, the more likely it is that a similar or identical one already exists and that seeding and patterns are involved in its initial creation. Complex Systems are the result of stable nonlinear structures that store energy and that display characteristics of energy and matter interchange. These structures also have the ability to synchronise their behaviour and influence the components from which they are created.

Episodic Variations in Energy Complex systems exist in a non-equilibrium state, i.e., energy is exchanged with their environments. For such systems to be formed and change over time these energy exchanges need to be episodic. In fact, it is variations in energy levels that are the fundamental driving causes behind Complex Systems development.

In nature there are many examples of episodic energy sources, most being the result of other Complex Systems. All the material that makes up the Earth has been created through multiple stellar life-cycles. Complex systems that comprise and inhabit the earth are the result of energy cycles such as day and night, the seasons, the lunar cycle, birth, life and death.

Energy cycles involve downward and upward phases of energy levels. In a downward phase, it is possible for the system to naturally find a stable energy minimum and form a structure that supports such a minimum. If a stable structure is not formed then the system will disintegrate and the components will take up random or ordered but non-complex structures. However, if stable complex structures are created then nonlinear effects tend to facilitate that stability.
In an upward phase of the episodic cycle a system can absorb energy and, potentially, reform its structure. High energy levels may result in stable structures that do not easily change. The elements formed by stellar actions are an example of this. Other, less stable systems form and are destroyed as energy levels oscillate.
The episodic exchange of energy is what drives change and development in Complex Systems. It is possible that a gradual decay of energy over a long period of time can also have an impact on Complex Systems, however it would seem that only those systems that are subject to, or participate in, many episodic energy exchanges form highly Complex Systems.

Nonlinearity The fundamental forces of nature, such as gravity and the nuclear forces, are nonlinear. Gravitational and electromagnetic forces are inversely proportional to the square of distance. This relationship makes all interactions involving these forces and associated energies nonlinear.

In addition to the fundamental forces, there are many other nonlinear effects. For example, if the linear dimensions of a physical body vary, then its surface area changes proportional to the square of the change and the volume and mass proportional to the cube. This means that growth and decay in the physical world are nonlinear. There are also limits to growth and behaviours. Natural decay is exponential. Friction, stiction, viscosity and hysteresis are all nonlinear effects.

Alan Turing recognised the impact of nonlinearities in morphogenesis, however, in order to take an analytic approach he had to make a “linearity assumption”, which he labelled as serious but necessary when developing his mathematical theory. 25 As Turing discovered, nonlinearities make analytic studies of systems impossible.
The impact of nonlinearities only really became apparent with the advent of computer modelling. In 1953 Enrico Fermi, John Pasta, Stanislaw Ulam and Mary Tsingou were studying theoretical physics and were looking for systems to analyse using newly developed digital computers. Fermi proposed that they start with the simplest problem, that of a long string of atoms in a lattice. The model they developed and analysed was that of a one dimensional string of masses, each coupled to the next mass via a spring with end springs attached to fixed points.
This model was a linear simplification and showed predictable behaviours. Energy was transferred from mass to mass and the whole system settled into an equilibrium state with a fundamental frequency, or mode that was dependent on the initial state of the system.

When they introduced small nonlinear effects into the model, to their surprise the behaviour was nothing like they expected. Their prediction was that, over an extended period of time, the system would reach a stable state with its energy levels distributed equally over all available frequencies. However, the system developed oscillations at many different frequencies, none of which remained at stable levels. The level of oscillation at any particular frequency varied over time and continued to vary no matter how long they ran their models. 5
Further analysis of this “simple” problem has led to a greater understanding of nonlinear systems that display unpredictable and chaotic effects.

Studies of chaos and fractals were also born of computer modelling. 10, 15
What these studies show is that in the real world, even at the simplest level, ever present nonlinearities create systems that display very complex behaviour. These systems are not necessarily Complex Systems, but nonlinearities are critical to the behaviour of the environment outside that of the artificial world of linear science.

There are many impacts of nonlinear effects on system behaviour; however there are a few that can be considered as both common and very important in the creation, growth and stability of Complex Systems. The first is the behaviour known as limit cycles. This is where the initial conditions are independent of the final stable oscillations. If the system starts with a small or large amplitude it will always approach a specific, stable frequency and amplitude. 13
The second nonlinear effect is one of synchronism and entrainment. Synchronism refers to multiple independent interacting oscillating systems which, over time, will tend to oscillate at the same or a harmonic frequency and with a fixed phase relationship. Synchronism only occurs in nonlinear systems. In linear systems and linear models, the only results of interactions are changes in amplitude ie interference. In nonlinear systems the results of interactions can be changes in frequency and/or phase.

Entrainment refers to the situation where an external influence on a system changes the frequency and or phase of the system with no impact on the external influence. 1, 4, 9, 19, 21, 22
A third nonlinear effect is information loss and memory. When a nonlinear system enters a stable configuration, it loses information about its behaviour before entering that state. On the other hand the system retains information about its current state and will attempt to return to that state unless the perturbations are sufficiently large. If the structure of the system changes, for whatever reason, and a new stable configuration is formed, information of the past behaviour and structure may be lost and a new memory state adopted. 2, 18
Nonlinearity can mean that small (and sometimes not so small) perturbations, disturbances and interactions have no effect on a system. In other situations, even very small effects can have major impacts. 2
It is often stated in the literature that a major feature of a class of nonlinear systems – chaotic systems - is sensitivity to initial conditions.15, 10 This is only partially true, because chaotic systems may also be sensitive to perturbations that occur during normal or otherwise stable conditions. Like so many things in nature and Complex Systems – it depends on circumstances. This is what differentiates linear from nonlinear systems and their respective analyses.

All Complex Systems are nonlinear, however, not all nonlinear systems display Complex System behaviour and not all systems are complex.

Structure Self organising, emergent and complex systems are characterised by their structure. 11, 20, 24, 31 Even a system as simple as a hydrogen atom has its behaviour determined by its structure.

In “The Human Use of Human Beings” Norbert Weiner makes the point that: “The physical identity of an individual does not consist in the matter of which it is made.” and “.. individuality of the body is that of a flame rather than that of a stone, of a form rather than of a bit of substance.”. He also states: “Cybernetics takes the view that the structure of the machine or the organism is an index of the performance that may be expected of it.” 31
In “The Architecture of Complexity” Simon observed that “...complexity frequently takes the form of hierarchy, and that hierarchic systems have some common properties that are independent of their specific content.” 20 Simon used hierarchy to explain the relationships and behaviour between systems and the sub-systems from which systems are formed. 

While hierarchy is important, it is only one aspect of structure that is important in understanding Complex Systems. Structure also plays a crucial part in the way sub-systems emerge and behave, including aspects of energy storage, feedback and the nature of nonlinearities.

When the components of a system develop a structure, that structure can subsequently impact the components. A simple example is in stellar evolution where there are phases of the lifecycle where new elements are formed because of the behaviour of the star at the point of it going supernova. Similarly, in biology, proteins can be created or destroyed by the environments that are created by the development of structures based upon, or as a result of, action of those same proteins.

Energy Wells An energy well is a structure which, when formed, requires significant amounts of energy to change. It is formed when energy levels first increase and then reduce. Some energy wells are extremely stable because the levels of energy required to change them are no longer present. Others are destroyed and re-form when energy levels increase above some critical level and then reduce again. 

Time-Constant Structures and Relaxation Oscillators. Time-constant systems tend to involve only one energy source. “Time-constant” refers to the time taken for the energy source to accumulate or dissipate energy, a process that is often exponential, another nonlinear effect. All systems of this type have some sort of limit – nothing is infinite – and when the energy reaches a particular level, the system breaks down. If the system has an appropriate structure, the stored energy will dissipate and the cycle will recommence. This type of system is known as a relaxation oscillator.

The lifecycle of stars and the production of the elements are all the result of a relaxation oscillator effect. The conversion of hydrogen to other elements is a typical relaxation process. It continues until a threshold is reached, a disruptive effect occurs and the cycle starts again, this time with different starting conditions. In this case helium or other elements are produced and are input to the next cycle.

Relaxation systems are very common in biology with examples being the firing of neurons, the pacemaker effect of the heart and many endocrine and chemical reactions. 12, 28, 29
Resonant Structures Resonance is a well known and studied phenomenon that explains how components of a system can be structured in such a way as to absorb or amplify energy. Resonance in a system requires a minimum of two energy types. The most common types of energy pairs are potential and kinetic or electric and magnetic. Systems of greater complexity, such as societies and economies have other energy concepts such as religious beliefs, financial values, laws and regulation.

Systems that display resonance have a natural limit on their size. The reason is that it takes time for energy to move from one form to another. This impacts the phases of the energy levels in each of the sources and can result in “clumping” into distinct systems as energy levels vary.

This time effect also illustrates why the structure is so important rather than the components themselves. The speed with which a component can change is not the same as the speed with which a component can impact another component. It is this latter effect that determines the behaviour of the structure and how properties that are not discernible in the components can emerge from the system as a whole.

Feedback Structures The difference between an energy well, a resonant system and a feedback system is in their structures and hence the range of behaviours that these systems can display. All types can absorb energy; however the complexity of behaviour in a feedback system can be significantly greater than that of a relaxation oscillator. See Figure 1.
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Feedback mechanisms allow for energy to be stored, stable states to be attained and for the behaviour to be dependent on the structure of the system. The time taken for energy to traverse the structure from one point, through the structure and back to that point again determines the phase of the interaction. This determines if the feedback is positive (ie re-enforcing) or negative, (ie destructive or diminishing). The presence of nonlinearities as well as feedback potentially results in stability - either a limit cycle (ie a stable oscillation) or a stable, stationary position (eg a local energy minimum or energy well)

Systems of even greater complexity can consist of multiple sub-systems with different natural frequencies such that they do not interfere. They may also operate with different energy stores and so display multiple, concurrent and independent behaviours.

Seeding and Patterns Some Complex Systems can form spontaneously. These systems are usually relatively simple; however systems of greater complexity require or benefit from “seeding”. Seeding provides a pattern for the formation of structures that have characteristics of stability and energy storage that have survival value in the circumstances relevant to the situation in which the pattern and components exist.

Seeds and pre-existing patterns such as crystals influence the formation of structure as energy levels decrease – they act as a guide to stable minimum energy states.

One example is water vapour in the atmosphere. Water vapour needs small particles of dust, smoke, salt crystals and other droplets in order to form cloud drops. Without these “seeds” water vapour, at sufficiently low temperatures, bypasses the liquid phase and directly forms ice.

Seeding also facilitates the formation of crystals. As a liquid cools, it is much easier for crystals to form if the liquid is exposed to a seed crystal. This phenomenon is extensively utilised in the semiconductor industry to grow silicon crystal wafers.

Systems of greater complexity use literal seeds for their creation and propagation. Life is the most obvious example of this phenomenon.

Meta Modelling Complex Systems

Most research into Complex Systems has concentrated on examining and understanding specific systems rather than looking at the phenomenon as a whole. 17 The analysis and modelling described in this article is based upon a wide range of evidence and an approach that focuses on the behaviour of Complex Systems in general.

Emergent, self organising, complex systems are non-stationary, non-equilibrium, non-homogeneous, non-linear. They are formed via processes that are episodic, during which structures are created and energy stored in those structures. Structures can be formed by removing or applying energy. All Complex Systems are dynamic and are capable of displaying some form of oscillation. The oscillation may be because of an external, driving force, or be a characteristic of the system itself.

Complex Systems develop because of the natural tendency of components and subsystems to resonate, synchronise, and store energy, because of nonlinearities such as growth, limits to growth, friction, stiction and hysteresis. As energy levels rise, structures that require high energy to form can be created and become very stable because the energy levels needed to destroy them are no longer present.

In the case of falling energy levels, structures can arise that reflect particular relationships between components and subsystems. When the energy levels cycle above and below particular values, structures already formed can be transformed and/or participate in other structures.

It is a characteristic of Complex Systems that the components of a system can be influenced and changed by the system itself. This often happens when system behaviour leads to accumulation of high levels of energy which result in the components being impacted.

The self organising nature of Complex Systems can be the result of one or more phenomena such as energy wells and resonance and can be assisted by the presence of existing structures which can facilitate the development of specific, more likely or more efficient structures. While this might look like the phenomena of “design”, in reality it is simply a catalytic effect or a preference for that which already exists.

A summary of the analysis of Complex Systems is in Table 2.

	Table 2 Principles of Complex systems

	Creation
	Complex Systems are created via episodic energy interchanges with their environment.

	Stability
	Complex Systems have structures that are stable within certain limits. They are created as energy levels vary – sometimes by the application of large amounts of energy, and sometimes by “setting” or “annealing”.

	Nonlinearities
	Stable Complex System structures are dependent on the nonlinear nature of the components and their interactions.

	Emergence
	Properties that emerge from a Complex System are consequences of its structure.

	Interactions
	Complex Systems interact and synchronise with other systems via resonant and nonlinear mechanisms.

	Hierarchies
	Complex Systems can act as components of systems that are more complex.

	Structures and Complexity
	A variety of structures, energy storage and/or resonant frequencies are required for systems of greater complexity.

	“Human” energies
	Complex human systems can form based upon conceptual energy storage mechanisms and resonance mechanisms.


As detailed above, the proposed meta model has three parts: 1) Complex Systems arise in an environment of cyclic energy levels, 2) they are critically dependent on nonlinear structures, and 3) they are facilitated by the presence of pre-existing patterns and seeds.
The meta model is illustrated in Figure 2.
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Discussion
Einstein wrote in 1918 that “the general laws on which the structure of theoretical physics is based claim to be valid for every natural phenomena” and that “it ought to be possible to arrive at the description, that is to say, the theory, of every natural process, including life, by means of pure deduction, if that process of deduction were not far beyond the capacity of the human intellect.” 3 Based upon the observed behaviour of nonlinear, non-homogenous, non-stationary, non-equilibrium systems, it would seem that this is a forlorn and mistaken belief born of a reductionist mindset. Nature is far more uncertain, complex and unpredictable than it appears in the laboratory, where small parts of it are studied in isolation and under unnatural, controlled conditions.

The study of Complex Systems is not just of academic interest. Many of today’s information, financial, political and social systems are, by any definition, complex. It is arguable that we are not very good at creating or managing such systems. There are many examples of failed Information Systems and similar large scale technology projects. Similarly, the current financial crisis suggests that the global financial system is not working optimally. Boom and bust are classic phases of a relaxation oscillation system.
These systems differ from natural Complex Systems only in that we construct them and try to direct their behaviour and outcomes. Even when a system seems to work as planned, there are many examples of unintended consequences.
It is becoming more important that we identify a set of rules and patterns that underpin Complex Systems in order that we can better create more optimal systems and, if possible, influence those natural systems upon which we are ultimately dependent.
Any theory or understanding of Complex Systems should be equally applicable across all scientific, technical, social, economic and political disciplines. Nature does not recognise these artificial disciplines. Nature is consistent and we should take advantage of this when studying Complex Systems.
If Stephen Hawking's prediction is to become a reality, what is needed is a cross discipline approach combining the knowledge accumulated by the scientific world with techniques of systems analysis, synthesis and creativity prevalent in the engineering community. Complexity Science needs a lens of its own, it cannot continue to share lenses with other sciences.
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